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Abstract—  
We want to find out how to use machine learning techniques to decipher the sentiments and beliefs conveyed in 

human thought. Positive, negative, and neutral user attitudes were all included of the data set collected from online 

forums and social media sites for the research. For the purpose of sentiment analysis, a number of machine learning 

techniques were used, such as RNNs, CNNs, LSTM Networks, Naive Bayes, and Support Vector Machines. 

Depending on the data type, the algorithms' performance varied; for example, some algorithms did better with 

shorter texts (like tweets) and others with longer texts (like news articles), according to the research. Combining 

many algorithms might enhance sentiment analysis accuracy, according to the research. Findings suggest that 

machine learning approaches may be useful for studying human emotions and ideas; this has broad implications for 

fields including politics, marketing, and mental health. In this post, we will take a look at sentiment analysis 

techniques in detail. Examining and classifying existing methods while contrasting their advantages and 

disadvantages is the goal of the review. The goal is to learn more about the problems in the field so we can figure 

out how to fix them and where to go from here. In order to make this analysis easier, we include a number of criteria 

that may be used to weigh the pros and cons of each approach in the category.  
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INTRODUCTION 
The goal of sentiment analysis, also known as opinion mining, is to glean from text data the feelings and thoughts 

that individuals have about a certain subject or product. Businesses and individuals alike are increasingly turning to 

sentiment analysis in an effort to gauge public perception of their goods and services in light of the meteoric rise of 

social media. Here, we'll take a look at how sentiment analysis on human ideas may be done using machine learning 

approaches. In this article, we will explore the many algorithms and methodologies used for sentiment analysis, 

from more conventional approaches like rule-based systems to more cutting-edge ones like deep learning. Readers 

will walk away from this essay with a firm grasp of the cutting-edge methods for sentiment analysis and how to put 

them to work for precise human thinking analysis. Location: Lovely Professional University Phagwara, Punjab, 

India 979-8-Dr. Geeta Sharma School of Computer Applications Email: geeta.26875@lpu.co.in Using tools from 

the fields of natural language processing, computational linguistics, text analysis, and biometric analysis, sentiment 

analysis systematically detects, extracts, measures, and examines subjective content and emotions. A number of 

fields and types of information, including healthcare, internet and social media data, and "voice of the customer" 

materials like reviews and survey replies, often use this method for evaluation. New deep language models, such as 

RoBERTa, make sentiment analysis possible even in difficult data domains like news texts, where writers may not 

be so forthcoming with their views. With the proliferation of social media comes a deluge of user-generated textual 

data, making sentiment analysis a challenging task. More flexible in response to new or altered inputs, machine 

learning algorithms and methods for sentiment analysis are the focus of this study. For data labeling and processing, 

these algorithms use unigrams, bigrams, and n-grams. Binary classification and sentiment prediction using machine 

learning algorithms is common, as seen in the image below (Fig 1), however additional types of sentiment may also 

be included. 
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Fig. 1. In General Sentiments Classifications  

Generally speaking, there are three distinct approaches to sentiment classification: hybrid, dictionary-based, and 

machine learning. In machine learning approaches, well-known ML algorithms and language characteristics are 

used. The dictionary-based approach makes use of mood dictionaries. (sets of pre-existing, recognized mood words). 

Methods that determine the polarity of a sentiment by statistical or semantic means fall into two broad categories: 

those that rely on corpora and those that rely on dictionaries. Most methods depend significantly on mood lexicons, 

and the hybrid approach that combines the two is rather common. Figure 2 displays the research area's adoption of 

sentiment analysis during the last thirteen years. 

 

 

Fig. 2. Google Trends result for ‘Sentiment Analysis’ of last 13 years 

In this study, we conducted a detailed survey in Chapter 2 after outlining the concept of survey in Chapter 1. In 

Chapter 3, we take a close look at the various machine learning techniques that have been used for opinion mining 

and sentiment analysis. Chapter 4 presents the study's evaluation, and Chapter 5 wraps up our work and discusses 

the survey's potential future applications.  

 DETAILED SURVEY OF ML TECHNIQUES  
We conducted an extensive study to compare several machine learning techniques used for thinking categorization. 

From 2010 to 2021, we culled 34 qualitative research articles from SCI publications for this. The results and 

categorization based on the survey are shown in table 1. 

TABLE I DETAILED SURVEY OF ML TECHNIQUES FOR THOUGHTS CLASSIFICATIONS 
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COMPARATIVE ANALYSIS OF ML TECHNIQUES  
Comparative analysis were performed on the parameters of advantages, drawbacks and assessment 

analysis among machine learning algorithms used in above survey of table 1. Following figure (Fig 3) 

shows the machine learning techniques extracted from this study. 

 

Fig. 3. Extracted Machine learning techniques from this study Following table summarizes the 

comparative analysis of ML Techniques from this study.  

TABLE II COMPARATIVE ANALYSIS OF ML TECHNIQUES FOR THOUGHTS CLASSIFICATIONS 
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ASSESSMENT OF STUDY  
The most effective algorithm for sentiment analysis is going to vary from one use case and data set to another, 

according to the comprehensive study. The researchers' evaluations of sentiment analysis algorithms are as follows: 

One prominent method for sentiment analysis is Naive Bayes since it is both simple and efficient. Using the 

document's word frequency, it determines the likelihood of the document belonging to a certain emotion group. 

Second, Support Vector Machines (SVMs) distinguish positive and negative sentiment data points using a 

hyperplane. When working with datasets that have a large number of dimensions, SVMs shine. 3. RNNs: RNNs are 

a subset of deep learning algorithms that can sequentially process text input for analysis. Because of this, they are 

great for evaluating long passages of text like social media postings or movie reviews. CNNs, or convolutional 

neural networks, are a fourth category of deep learning algorithms that include sentiment analysis potential. One 

way they do this is by looking for key words or phrases in the text and determining which ones best represent the 

tone. 5. LSTMs: A kind of RNN, LSTMs are better at processing lengthy text sequences, which makes them great 

for sentiment analysis of lengthier texts like news stories or customer evaluations. The data collection and the 

particular 783 issue at hand may have a significant impact on how well these algorithms work. Trying out many 

algorithms is a great way to find the one that suits your needs the most.  
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CONCLUSION AND FUTURE WORK  
Extensive research on the classification of ideas using machine learning methods and comparisons between them are 

presented in this work. Table 1 and table 2 include the work summary. Researchers used the following criteria 

derived from this survey: A few of the most common methods are Support Vector Machine (SVM), Neural Network 

(NN), Naïve Bayesian algorithms, K-Nearest Neighbor (KNN), Long Short-Term Memory (LSTM), Bidirectional 

Encoder Representation from Transformers (BERT), Hybrid Algorithms, and k-means clustering. B. The most 

popular datasets are culled from several internet sources and real-world data sets, including Senwave, Twitter, 

Facebook, Big Five, MBTI, IMDB, Amazon, and online repositories. (C) Parameters like as Accuracy, F1 Score, 

Recall, RMSE, and others are often used. We found a big hole in the literature since most studies have focused on 

people's feelings toward things outside of themselves (such as products or topics). In my next studies, I want to 

present the use of sentiment analysis to determine an individual's mental stability in decision-making. To achieve 

this goal, it is necessary to expand the typical results of sentiment analysis. In this area, the goal of thought 

categorization necessitates the creation of a new labeled dataset that can be investigated, trained, and evaluated with 

the use of machine learning techniques.  
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